Section 4.6 – Newton’s Method

Deriving Newton’s Method:

- Let’s say we want to find the equation of the tangent to $f(x)$ at $x = x_1$.

Recall the slope of the tangent line at $x_1$ is $f'(x_1)$.
For the equation of the tangent through $(x_1, f(x_1))$, we have $y = f'(x_1)(x - x_1) + f(x_1)$.
Now this line will have a root when $y = 0$, or

$$0 = x_1 \cdot f'(x_1) - x_1 \cdot f''(x_1) + f(x_1)$$
$$x_1 \cdot f'(x_1) - f(x_1) = x_1 \cdot f'(x_1)$$
$$x = \frac{x_1 \cdot f'(x_1) - f(x_1)}{f''(x_1)} = x_1 - \frac{f(x_1)}{f''(x_1)} \quad \leftarrow \text{we call this } x_2$$

- If we continue in this fashion, we can use $x_2$ to find another root $x_3$, where $x_3 = x_2 - \frac{f(x_2)}{f'(x_2)}$

- The further we continue this, the more possible it is to get closer we get to the actual root of $f(x)$.
- Be careful because this does not always work. You need to have a function whose derivative is not close to zero for the point in question. Concavity changes at or near the point could also cause problems. And it is imperative that you start with a “good” initial guess.
• Not starting with a good initial guess could lead to a problem like this one:

[Image of a graph showing two close points on a curve, labeled x1 and x2.]

**Newton’s Method:**

• You are usually provided with a function, and an initial guess, and sometimes a stopping criteria. If you are not provided an initial guess, this can be a challenging task that is crucial to the success of Newton’s method, and you may want to graph the equation to determine the best initial guess.

• The method for function $f(x)$ and initial guess $x_n$:
  1. Find the derivative of the function $f'(x_n)$.
  2. Find $f(x_n)$ and $f'(x_n)$.
  3. Find $x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)}$.
  4. Find $f(x_{n+1})$ and see how close it is to zero.
  5. If it is close enough*, stop. If it is not, continue by finding $x_{n+2} = x_{n+1} - \frac{f(x_{n+1})}{f'(x_{n+1})}$.
  6. Repeat

* ‘Close enough’ means different things to different people, if you are not provided with a stopping criteria, be sure to justify your answer.

• This is online as an Excel sheet where you can check your work for any polynomial up to degree five. Check it out!
Some Worked Problems:

- **Example.** Use Newton’s method to find $x_2$ and $x_3$ for $x^5 + 2 = 0$ with initial guess $x_1 = -1$.

  \[ f(x) = x^5 + 2 \]
  \[ f'(x) = 5x^4 \]

  \[ x_2 = x_1 - \frac{f(x_1)}{f'(x_1)} \]
  \[ = -1 - \frac{f(-1)}{f'(-1)} \]
  \[ = -1 - \frac{1}{5} \]
  \[ = -1.2 \]

  \[ x_3 = x_2 - \frac{f(x_2)}{f'(x_2)} \]
  \[ = -1.2 - \frac{f(-1.2)}{f'(-1.2)} \]
  \[ = -1.2 - \frac{-0.48832}{10.368} \]
  \[ \approx -1.1529 \]

  Note that we were only asked to find through $x_3$, not go to a specific tolerance. But the further we go, the better the approximation, specifically:

  | $f(-1)$ | 1 |
  | $f(-1.2)$ | 0.48832 |
  | $f(-1.1529)$ | 0.03685691 |
Example. Use Newton’s method to find an approximate root for \( x^3 - 3 = 0 \) with initial guess \( x_1 = 1 \).

\[
f(x) = x^3 - 3 \\
\frac{df}{dx}(x) = 3x^2 \\
x_2 = x_1 - \frac{f(x_1)}{\frac{df}{dx}(x_1)} \\
= 1 - \frac{f(1)}{\frac{df}{dx}(1)} \\
= 1 - \frac{-2}{3} \\
\approx 1.6667
\]

\( |f(1.6667)| \approx 1.629629 \) (We will keep going, because we want \( f(root) \) to be close to 0).

\[
x_3 = x_2 - \frac{f(x_2)}{\frac{df}{dx}(x_2)} \\
= 1.6667 - \frac{f(1.6667)}{f''(1.6667)} \\
= 1.6667 - \frac{1.629629}{8.3333} \\
\approx 1.4711
\]

\( |f(1.4711)| \approx 0.18373 \) (Again, we will keep going)

\[
x_4 = x_3 - \frac{f(x_3)}{\frac{df}{dx}(x_3)} \\
= 1.4711 - \frac{f(1.4711)}{f''(1.4711)} \\
= 1.4711 - \frac{0.18373}{6.492504} \\
\approx 1.442812
\]

\( |f(1.442812)| \approx 0.003511685 \) (We will stop here, since we are close, within \( 10^{-2} \) of 0).