A combinatorial optimization based sample identification method for group comparisons
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A B S T R A C T
Researchers often face having to reconcile their sample selection method of survey with the costs of collecting the actual sample. An appropriate justification of a sampling strategy is central to ensuring valid, reliable, and generalizable research results. This paper presents a combinatorial optimization method for identification of sample locations. Such an approach is viable when researchers need to identify sites from which to draw a nonprobability sample when the research objective is for comparative purposes. Findings indicate that using a combinatorial optimization method minimizes the population variation assumptions based upon predetermined demographic variables within the context of the research interest. When identifying the location from which to draw a nonprobability sample, an important requirement is to draw from the most homogeneous populations as possible to control for extraneous factors. In comparison to a standard convenience sample with no identified location strategy, results indicate that the proposed combinatorial optimization method minimizes population variability and thus decreases the cost of sample collection.
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1. Introduction

Academics conducting both survey and experimental research must often weigh the costs and benefits of their sampling strategy. Because sampling can have an impact on the validity of research results, a defensible strategy is necessary (Ferber, 1977). The collection method for the data determines the classification of the sample as either a probability or a nonprobability sample. Probability sampling (e.g., simple random, stratified, or systematic) indicates that every element in the population has a known probability of being chosen in the sample for that survey. Thus, a key benefit of probability sampling is the ability to generalize the results, which allows for an estimate of the sampling error. However, probability sampling can require significant resources in both time and money. Unlike probability sampling, nonprobability sampling (e.g., convenience, quota, or judgmental) indicates that every element in the population does not have a known probability of being chosen in the sample for that survey. Therefore, the results are not as generalizable and the sampling error cannot be estimated. But, nonprobability sampling generally is less costly.

The differences between probability and nonprobability sampling are very clear and allow researchers an evaluation criterion to determine an appropriate sampling method. When faced with limited time and money, researchers usually choose the nonprobability sampling method. However, even when a nonprobability sample is the choice, the relation between variability and precision remains. Therefore, if a nonprobability sample comes from a highly variable population, the precision of the results can be in question. If the purpose of the research is for comparison (i.e., to examine the differences between two or more diverse groups of people), homogeneity of the different groups is of utmost importance. Thus, researchers need to minimize demographic differences as much as possible.

The purpose of this paper is to demonstrate a combinatorial optimization method for identifying potential data collection locations for a nonprobability sample. The substantive context of this method comes from a research project aimed at understanding the differences between urban and rural residents and their perceptions of a potential transportation tax policy. The next section of the paper describes the importance of an appropriate sampling strategy when handling targeted group comparisons. Following this, the paper presents the sample identification location problem in a substantive context that details the results of the combinatorial optimization method and demonstrates that this method provides a reasonable strategy as opposed to simply selecting a convenient location for a nonprobability sample. Next, the paper concludes with a discussion of the sampling strategy considerations necessary and the practical implications of this method.
2. The importance of sampling strategy

2.1. Sampling strategies for targeted group comparisons in survey research

For decades, social science researchers have debated the tradeoffs associated with obtaining accurate data, setting up valid experiments, and achieving reliable measures. For a research study to be accurate, the findings must be both reliable and valid. Reliability means that the findings are consistently the same even if researchers repeat the study; and validity refers to the truthfulness of the findings, which means that the study actually measures the intended elements (Calder, Phillips, & Tybout, 1982). Although many different threats to validity as well as reliability exist, internal validity is an important early consideration. Internal validity refers to the choice of the most appropriate research design for the topic of study (i.e., experimental, quasi-experimental, survey). This study deems survey research as an appropriate method, and finds that the external validity threat of selection bias impacts how well inferences from the results of the research generalize to the target population and how confident this generalization is. An issue specifically arises when nonprobability sampling is the most cost effective and realistic choice of the researcher, which makes the sampling strategy a difficult decision. Thus, researchers often face tradeoffs to achieve validity and reliability in their studies while trying to justify their choices.

To further explain the differences between selecting probability and nonprobability sampling strategies, a comparison to statistical theory is most appropriate. For probability sampling, the expectation is that, if researchers repeat the sample, then they achieve similar results and make the same sampling inferences. The only difference between the selection and the non-selection of units in the sample is the start of the random number generator. Because the sample is a finite set, probability determines the selection of a unit in the sample. This model is a design-based sampling model that uses a randomization theory approach that does not need distributional assumptions. In contrast, in nonprobability sampling, the probability does not determine the selection of the units. This sampling method is a model-based approach where, if the model is not true, then sampling estimates might be severely biased (Lohr, 1999).

Justification of a valid sampling method becomes even more critical when researchers seek to compare the subjective or objective characteristics of two or more homogeneous groups (Mullen, Budeva, & Doney, 2009). For example, in the cross-cultural domain, sampling strategies include convenience student sampling for experimental designs (Mikhailitchenko, Javalgi, Mikhailitchenko, & Laroche, 2009; Ueltschy, Laroche, Zhang, Cho, & Yingwei, 2009), multi-stage random sampling for descriptive survey research (Rojas-Méndez, Davies, & Madran, 2009), convenience sampling with locals for descriptive survey research (Chang & Hsieh, 2006), and restricted student sampling for descriptive survey research (Lopez, Babin, & Chung, 2009). Under ideal conditions, to achieve a sample that is representative of the comparative groups of interest, researchers must divide the population into meaningful subpopulations, or strata, that coincide with the domain context of the study. For example, if the purpose of a study is to compare educational workforce experiences of female and male engineering graduates, the basis for the strata is gender (McIlwee & Robinson, 1992). Identification of the strata specifically makes the sampling strategy more efficient if the populations of male and female engineering graduates are not equal, because random sampling from each subgroup allows the researchers to obtain more precision for their comparative groups. Thus, precision means that the variance within each subgroup is more likely to be lower than when compared to the variance in the whole population.

However, a probability sampling strategy can be too costly or impractical, leaving researchers with no choice but to select a nonprobability sampling strategy for comparing groups. The strategy is similar to probability sampling in that, initially, the strategy identifies meaningful subgroups where the variance is minimal. The specific context in this study compares the perceptions among rural and urban residents of a potential transportation tax policy, but a random selection of multitudes of locations throughout the state to draw the sample from is too costly and is not feasible. Therefore, the first challenge is to consider the optimal number of sample locations while minimizing cost and, secondly, to identify those locations that are most representative of the criteria for data collection.

2.2. Sample location identification: rural and urban residents in a state

The overall objective of this study is to determine what perceptual differences exist, if any, between constituents residing in urban versus rural counties within the state of Nevada with regard to a potential transportation tax policy. Prior social sciences research that uses inter-group analysis within the socio-cultural context indicates that communication and technological innovations significantly polarize rural and urban residents (Penz, 2006). This research supports the concept that these groups should also be targeted in different ways with regard to these innovations. A basis for a reasonable method is to create strata from urban and rural regions in Nevada to sample. However, the issue remains to identify which locations in both urban and rural areas are potentially representative enough for data collection. The fact that Nevada is a geographically dispersed state complicates this problem. The southern and northern regions of the state both include large populations of urban and rural residents. The evidence of these populations is the location of the two interstates that go through the northern and southernmost regions of the state (I-80 and I-15 respectively). However, no interstate connects the northern regions of the state to the southern regions. Because of the dispersion within the state, the problem centers on the extent to which a convenience sample can truly represent the population groups of interest for comparison.

To achieve reliable results for comparative purposes and to control for extraneous factors, identification of urban and rural locations within the state that accurately represent these two homogeneous groups is important. The use of a combinatorial optimization method helps to determine the total number of locations and the specific locations that are most representative of the population for the comparison groups. Operations research and engineering use combinatorial optimization with the primary goal of selecting the optimum from a set of finite objects (Schrijver, 2005).

3. A combinatorial optimization method for sample location identification

The sampling method that this paper provides is a nonprobability bi-level stratified cluster sampling technique. The first level of stratification is the division into rural and urban areas. The second level of stratification comes from dividing the urban and rural areas into their various counties. This project for data collection has limited funding, so managing costs is a major criterion. Therefore, a simple random sampling that involves collecting data at distributed geographical locations is not feasible. In light of this, the project uses census data from 2008 for the different counties to help identify sampling locations. Because the research context relates to individual perceptions of a potential transportation tax policy (Krishen, Raschke, & Mejza, 2010), the project collects the following variables in relation to working populations for each county: average travel time to work, mean household income, percentage of high school graduates, and percentage of population between the ages of 18 and 65.

To identify the appropriate county and locations, the project formulates a combinatorial optimization method to show the representation factor and cost factor in the analysis. The state represents a fixed number of locations, and the objective is to minimize the
resulting function to obtain the optimal number of sample locations (representation) with the least amount of population variation (cost) for each comparison group. The total number of locations is chosen to manage travel and sampling costs.

Based on the project objective of comparing perspectives between urban and rural residents, the combinatorial optimization method examines locations for each group in Nevada. Because collecting data from every location is cost prohibitive, this method chooses a subset for each comparison group with the best mix of cost savings and representativeness. To clarify the approach, consider the two farthest extremes: (1) collect data from every location, maximizing cost and representation; or (2) collect data from one location, greatly reducing the cost and representation. Thus, a balance between these two extremes is best. The two key decisions are: (1) ascertain how many sites to take; and (2) find out which specific sites those should be. These two decisions must balance maximized representation at minimized cost. For example, to find two locations, the combinatorial optimization allows for the comparison of all possible combinations using the value computed from the objective function and determines the best two location pair results.

To demonstrate the reasoning behind this heuristic, panel A of Fig. 1 illustrates an example that assumes five random variables representing sample selection locations. However, due to costs, only one sample location can be selected.

For illustrative purposes, panel A of Fig. 1 assumes normal distributions with different means, but the same variance for all of the random locations. The objective is for the sample location selection to provide the mean of the entire population when cluster samples come from that location. In this case, only one sample location provides the population mean, \( X_3 \). Hence,

\[
E\left(\frac{\sum_{i=1}^{5}X_i}{5}\right) = E(X_3),
\]

where \( E(\cdot) \) is the expectation operator. This location also has the least variance for the population. When selecting two samples, the only set of locations that give the same mean as the population is the two sets of symmetric pairs \((X_2, X_4)\) and \((X_1, X_5)\). The location pair that is variance minimizing is \((X_2, X_4)\). An ideal process would sample every location for good results, but that is prohibitively costly and

---

**Fig. 1.** Sample location identification simulation. A: heuristic illustration. B: simulation of normally distributed dataset. C: simulation of sample location selection.
not feasible; so, instead, the project samples one subsample to provide representativeness for all locations. Thus, the project conducts a similar analysis for \( n \) locations out of \( N \). To illustrate this design heuristic further, panel B of Fig. 1 shows a simulated normally distributed dataset over five different means creating 1000 points each.

As demonstrated in panel C of Fig. 1, samples from \( X_2 \) and \( X_3 \) have a mean of \(-0.02\), and a standard deviation of 11.99. On the other hand, samples from \( X_1 \) and \( X_4 \) have a mean of \(-0.01\), and a standard deviation of 6.09. Because of a finite population from which to select locations within rural and urban areas of Nevada, the objective is to select the optimal number of locations. In addition, the goal requires a location from the most homogeneous groups possible by using additional information on transportation related attributes from the census.

As mentioned previously, collecting data from a large number of randomly selected locations is not feasible due to cost so the objective is to maximize representation (performance) and minimize cost. Therefore, the project develops a formula that provides the performance cost as a function of the number of sampling locations and the variance. The performance cost function, \( F(p,n) \), solves for the optimal number of locations with the minimal amount of variance based on a matrix of variables associated with the population characteristics that potentially impact the proposed transportation tax policy. The use of the performance cost function commonly controls for system development with the goal of finding optimal performance at minimal cost (Levine, 1999). For the case described in this paper, the goal is to find the optimal locations with the most homogeneity (minimum variance). The performance cost function \( F(p,n) \) is a function of two components. The first part is the representation function and the second part is the cost function. The first variable \( p \) is a vector that contains \( n \) elements. These \( n \) elements correspond to the \( n \) samples that are used as inputs. The variable \( p_i \), for instance, is the first sample and is equal to some \( x_{ij} \), which indicates that the first sample is location \( j \) and that the variable \( p_1 \) is the same as the data \( x_i \) at location \( j \). A finite total of \( N \) data points corresponds to data vector \( x \), which is \( x_1x_2...x_N \), and calculates the performance cost associated with choosing \( n \) samples \( p_1p_2...p_n \). Cost increases as the number of sample locations increases. An important differentiation in this formulation is that variance comes from the entire sample space instead of only from the sample mean. The cost function has the flexibility to calculate optimization by taking one sample at a time, or two samples at a time, etc. The axioms that function \( F(p,n) \) must satisfy are:

1. The function has additive cost with respect to the two variables, because that is a reasonable structure for a cost function: \( F(p,n) = f(p) + g(n) \).
2. Function \( g(n) \) is a monotonically increasing function of \( n \), because increasing the number of samples increases the cost of sampling.
3. When all the choices for locations have been made, the entire location set exists, and hence the variance from the entire set is zero; if \( n = N \), then \( f(p) = 0 \).
4. The distance between a sample and other data points must be used for weighting in variance calculation. This weighting is a monotonically increasing function of distance that makes the assumption that the locations that are near each other are automatically representative of similar populations. Eq. (2) presents a specific function that satisfies these conditions. This function uses a quadratic function for \( g(n) \) and a linear distance weighting function in \( f(n) \).

\[
F(p,n) = \sum_{j=1}^{n} \sum_{i=1}^{N} \left( \frac{d_{ij}}{w_{ij}} \right)^2 \left( x_i - p_j \right)^2 + \beta n^2
\]

where:

\[
\begin{align*}
&d_{ij} \quad \text{distance between counties } i \text{ and } j \\
&w_{ij} \quad \text{percent population average of } i \text{ and } j \text{ counties } = \frac{w_i + w_j}{2}.
\end{align*}
\]

\( x_0 \) independent variable

\( p_i \) independent variable corresponding to \( x \) for some \( i \)

\( \beta \) constant

\( n \) number of samples

\( N \) number of locations.

Because the size of this sample space is finite, differential calculus-based optimization methods are not applicable for this combinatorial optimization method. As \( n \) is also a variable and the method performs optimization over all the possible values of \( n \), the cardinality of the search space becomes

\[
\sum_{n=1}^{N} \frac{N!}{n!(N-n)!}
\]

Optimization over this set is also combinatorial, and the solution comes from the use of an explicit computation technique. The method uses a Matlab program to solve Eq. (2) that indicates that the optimal value of the function is \( n = 2 \). Out of twelve urban counties, Clark County and Washoe County have the minimum values after the combination of all of the independent variables. This result means that these two urban counties have the least amount of population variation on the basis of the desired census variables.

Once the solution to the upper level strata exists and identifies the urban and rural counties of interest, the lower level strata need to identify the zip codes within the selected counties. Clark County has 58 zip-code locations and Washoe County has 19. Table 1 shows the Matlab results for Washoe County that identify the most homogeneous locations within this county (zip codes 89502 and 89431). Once the researchers identify the locations, they focus on collecting their nonprobability sample data.

This method provides a strategy for targeting sample locations for a convenience sample. The alternative is no specific location identification strategy where the researcher selects a location completely at random (or by convenience) to collect data. The results in Fig. 2 illustrate a comparison of these strategies. The choices of zip codes for a county are random and the table shows the calculations and averages of the cost function over the number of selected locations. The combinatorial optimization method calculates a comparison of the outcome to the variance function. Fig. 2 depicts the results that show that the combinatorial optimization method produces less variance than selecting a location completely at random. These results mean that the locations that the combinatorial optimization method identifies

Table 1

<table>
<thead>
<tr>
<th>Zip code</th>
<th>Income</th>
<th>School</th>
<th>Age</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>89405</td>
<td>353.03</td>
<td>584.66</td>
<td>108.62</td>
<td>1046.32</td>
</tr>
<tr>
<td>89424</td>
<td>500.50</td>
<td>160.43</td>
<td>231.87</td>
<td>892.81</td>
</tr>
<tr>
<td>89431</td>
<td>10.97</td>
<td>5.90</td>
<td>1.49</td>
<td>29.97</td>
</tr>
<tr>
<td>89433</td>
<td>15.44</td>
<td>10.04</td>
<td>4.49</td>
<td>30.78</td>
</tr>
<tr>
<td>89444</td>
<td>14.58</td>
<td>17.07</td>
<td>2.60</td>
<td>34.26</td>
</tr>
<tr>
<td>89436</td>
<td>50.06</td>
<td>26.79</td>
<td>4.75</td>
<td>81.60</td>
</tr>
<tr>
<td>89439</td>
<td>300.28</td>
<td>295.95</td>
<td>108.82</td>
<td>705.05</td>
</tr>
<tr>
<td>89442</td>
<td>241.38</td>
<td>123.84</td>
<td>59.81</td>
<td>425.03</td>
</tr>
<tr>
<td>89451</td>
<td>218.14</td>
<td>106.76</td>
<td>20.84</td>
<td>345.74</td>
</tr>
<tr>
<td>89501</td>
<td>175.11</td>
<td>43.49</td>
<td>113.02</td>
<td>331.62</td>
</tr>
<tr>
<td>89502</td>
<td>10.46</td>
<td>5.00</td>
<td>1.25</td>
<td>16.71</td>
</tr>
<tr>
<td>89503</td>
<td>11.29</td>
<td>12.45</td>
<td>4.60</td>
<td>28.34</td>
</tr>
<tr>
<td>89506</td>
<td>11.71</td>
<td>10.96</td>
<td>2.43</td>
<td>25.09</td>
</tr>
<tr>
<td>89509</td>
<td>10.18</td>
<td>14.17</td>
<td>3.14</td>
<td>27.49</td>
</tr>
<tr>
<td>89510</td>
<td>143.71</td>
<td>98.87</td>
<td>25.18</td>
<td>267.76</td>
</tr>
<tr>
<td>89511</td>
<td>32.97</td>
<td>27.53</td>
<td>2.67</td>
<td>63.17</td>
</tr>
<tr>
<td>89512</td>
<td>27.22</td>
<td>12.14</td>
<td>2.07</td>
<td>41.43</td>
</tr>
<tr>
<td>89523</td>
<td>35.51</td>
<td>44.11</td>
<td>3.12</td>
<td>82.74</td>
</tr>
<tr>
<td>89704</td>
<td>245.47</td>
<td>138.58</td>
<td>30.05</td>
<td>414.09</td>
</tr>
</tbody>
</table>

Bold items signify the most homogenous locations.
are much more homogeneous populations. The graph in Fig. 2 demonstrates that as the number of locations to sample increases, so does the variance; however, under the optimization approach, the variance remains less than the random location selection.

4. Discussion and conclusion

The proposed combinatorial optimization method demonstrates a reasonable sample identification strategy for researchers when their research objective is to identify one or more homogeneous group samples using a nonprobability sample. Many studies use nonprobability sampling and indeed in some domains high criticism of the use exists (e.g., international and cross-cultural research) (Reynolds, Simintiras, & Diamantopoulos, 2003), while other domains, such as marketing research, deem the sampling useful (Deville, 1991). The minimization of concerns about nonprobability sampling requires a reasonable justification for the method. Although the combinatorial optimization method can be useful for researchers electing to use a convenience sample and can provide a reasonable justification for selecting the locations for the sample, researchers should consider the following steps prior to using this approach. First, the sampling objective should be for comparative purposes where a need exists to identify distinctive groups in which the desired sampling attributes are to eliminate extraneous factors and maintain homogeneous groups as much as possible. In essence, the homogeneity within the sample reduces the likelihood that the differences among groups are due to extraneous variables and instead are the result of differences between the constructs of interest. Second, researchers need to use reasonable demographic variables available within their research context for the combinatorial optimization method to identify the most representative population locations, because the purpose of this method is to minimize the variance for each comparison group. Within the context of the problem this paper presents, the first objective distinguished between rural and urban comparative groups on the basis of government designated commuting codes. Additionally, as identified from the census data, demographic information relating to those who are most likely to work and drive is useful in finding the most homogeneous areas to sample. If the wrong variables are considered, the groups might be homogeneous for the wrong reasons and weaken the interpretation of the results.

An appropriate sampling strategy is crucial to the validity of the results. Internal validity can be threatened if any extraneous variables affect or influence the dependent variable. In relation to sampling, two methods for controlling or minimizing the threat of extraneous variables are suggested: (1) the selection of homogeneous groups; or (2) the random selection of a sample (Kerlinger, 1986). The combinatorial optimization method presented provides a strategy for justifying the sample locations selected to encourage homogeneity.

This paper demonstrates a solution for identifying sample locations when the research is for comparative purposes, and a probability sample is prohibitively costly and impractical. Much marketing and social sciences research uses nonprobability samples; however, the approach this paper presents helps strategize sample location identification and provides additional justification as to the technique and method for increasing the homogeneity of the comparative samples.
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